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Abstract
Recent studies have demonstrated that while neural ranking methods excel in retrieval 
effectiveness, they also tend to amplify stereotypical biases, especially those related to gen-
der. Current mitigation strategies often focus on adjusting training methods, like adver-
sarial techniques or data balancing, but typically overlook explicit consideration of gender 
as an attribute. In this paper, we introduce a systematic approach that treats gender as a dis-
tinct component within neural ranker representations. Our neural disentanglement method 
separates content semantics from gender information, enabling the neural ranker to evalu-
ate document relevance based on content alone, without the interference of gender-related 
information during retrieval. Our extensive experiments demonstrate that: (1) our disentan-
glement approach matches the effectiveness of baseline models and offers more consist-
ent performance across queries of different gender affiliations; (2) isolating gender within 
the representations allows the neural ranker to produce an unbiased list of documents, not 
favoring any specific gender; and (3) the disentangled gender component effectively and 
concisely captures gender information independently from the semantic content.
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1 Introduction

Information Retrieval (IR) methods have traditionally relied on statistical models of lan-
guage, also known as language models, to bridge the gap between query and search spaces 
(Banerjee & Han, 2009). As language models grow in complexity, many IR tasks, which 
were considered stubborn problems, have now become increasingly softer to address 
(Zhao et  al., 2023). For instance, ad hoc retrieval, a key IR task that involves identify-
ing and ranking relevant documents based on a user’s free-form query, previously strug-
gled with challenges like vocabulary mismatch (Zhao & Callan, 2010). The adoption of 
Large Language Models (LLMs) and advanced fine-tuning techniques has resulted in ‘neu-
ral rankers’, which significantly enhance retrieval effectiveness (Zhou et  al., 2023). The 

Editors: Kee-Eung Kim, Shou-De Lin.

Extended author information available on the last page of the article

http://crossmark.crossref.org/dialog/?doi=10.1007/s10994-024-06664-2&domain=pdf


 Machine Learning         (2025) 114:121   121  Page 2 of 33

tangible evidence of the impact of such innovative methods can be observed on the stand-
ard MS MARCO passage retrieval benchmark (Nguyen et al., 2016) based on which the 
mean reciprocal rank measure has, as a result, increased from ∼ 0.19 to 0.45+ , a 2.3 times 
increase in performance.

Despite the significant improved retrieval effectiveness, researchers have also observed 
that neural rankers have the potential to intensify various forms of stereotypical biases, 
most notably those related to gender. The observed impact in the context of gender bias has 
been both quantitative as well as qualitative. For instance, authors such as Rekabsaz and 
Schedl (2020); Bigdeli et al. (2021), and Zerveas et al. (2021), among others (Krieg et al., 
2023; Seyedsalehi et  al., 2022; Bigdeli et  al., 2021), have shown that neural rankers (1) 
exhibit disproportionate affinity towards a certain gender identity during the retrieval pro-
cess, and (2) the retrieval effectiveness of the results retrieved for queries affiliated with a 
certain gender (the male gender in particular) is far superior to others. As with many other 
supervised machine learning models (Feldman & Peake, 2021; Cabrera et al., 2019; Latif 
et al., 2023), the reason for such behavior can, at least in part, be attributed to the gender 
biases that are encoded in the training data used to train neural rankers.

To demonstrate biases in training data, we analyzed 10,000 evenly distributed and ran-
domly selected male and female affiliated queries from the MS MARCO passage ranking 
task. Results showed that only about 16% of male queries returned documents predomi-
nantly affiliated with females, while over 22% of female queries returned predominantly 
male-affiliated documents, indicating a 6% higher likelihood for female queries to retrieve 
male-affiliated content. This suggests that neural rankers, once trained, exhibit a preference 
for male-affiliated documents, irrespective of the query’s gender affiliation. Furthermore, 
male-affiliated queries consistently show a higher similarity score (BM25) with their rel-
evant documents than female-affiliated queries, as depicted in Fig. 1, making them practi-
cally easier to retrieve and satisfy.

These observations, alongside earlier research (Rekabsaz et  al., 2021; Bigdeli et  al., 
2022; Seyedsalehi et  al., 2022) is the foundation for the work presented in this paper. 
The  main objective  is to mitigate gender biases in neural rankers while preserving their 
retrieval effectiveness. We hypothesize that isolating gender as an attribute from query and 
document representations could reduce bias. If gender is not encoded in the representa-
tions, it cannot intensify gender biases, given the observed disparities in relevance judge-
ments and varying similarity scores across different gender affiliations. To this end, we 

Fig. 1  The distribution of queries 
and their BM25 scores calculated 
with their relevance judgement
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propose a neural architecture that disentangles gender from content semantics when encod-
ing a query or a document. In the disentanglement process, the neural representation is 
broken down systematically into two distinct and independent components, one of which 
captures the semantics of the content, while the other encapsulates the gender affiliation of 
the query or the document. The concrete contributions of this paper can be enumerated as 
follows: 

1. We propose a neural ranking architecture that disentangles content semantics from 
gender affiliation information and offers two independent representation components 
that encode each of these aspects separately;

2. Given the disentangled representations for queries and documents, we propose to use 
the content semantics component of the disentangled representation to rank-order docu-
ments in relation to the query and minimize the influence of gender and any associated 
biases in the ranking process;

3. Our extensive experiments demonstrate that: (1) the disentanglement process signifi-
cantly reduces stereotypical gender biases in retrieved documents; (2) this reduction 
does not compromise retrieval effectiveness but rather enhances it; and (3) disentangling 
neural representations improves performance parity across various gender affiliations 
and query subsets.

2  Related work

Recent research has focused on identifying and reducing gender biases in neural rankers. 
Rekabsaz and Schedl (2020) were among the first to identify this issue in such systems. 
Their paper investigates the presence and extent of gender bias in neural ranking mod-
els. The authors develop a framework to measure gender bias, introducing two metrics to 
quantify gender bias in the ranked list of retrieved documents. Their work offers a dataset 
of gender-neutral queries and employs it to evaluate various models, including the base-
line BM25 method and several neural ranking models. Their findings show that all models 
exhibit a male bias, but neural models, especially those using contextualized embeddings 
like BERT, significantly amplify this bias. The study also reveals that transfer learning with 
pre-trained embeddings tends to increase gender bias in neural rankers. The work by Reka-
bsaz can be considered a pioneering work that highlights the need to reduce gender biases 
in neural rankers while maintaining their retrieval effectiveness.

Subsequently, Bigdeli et  al. (2021) investigate the presence of gender biases in gold 
standard relevance judgment datasets used for training and evaluating neural rankers. Since 
these relevance judgment datasets greatly influence how neural rankers learn the concept 
of relevance, the authors focused on quantifying and analyzing gender biases in relevance 
judgments. The authors use a fine-tuned BERT model to label a large collection of queries 
within the MS MARCO dataset (Nguyen et al., 2016), which were then used to assess the 
associated documents for their psychological characteristics using the Linguistic Inquiry 
and Word Count (LIWC) toolkit (Pennebaker et al., 2001). Their findings showed that ste-
reotypical biases are common in relevance judgment collections, particularly with regards 
to affective and cognitive processes, as well as personal concerns and drives. Bigdeli et al 
advocate for the need for unbiased gold standard relevance judgement datasets that can 
avoid training biased neural rankers. Based on the findings from Rekabsaz et  al. (2021) 
and Bigdeli et al. (2022) that showed neural rankers are susceptible to intensifying gender 
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biases, follow up work has been focused on developing methods that can reduce or elimi-
nate such biases. The authors in Rekabsaz et al. (2021) attempt to eliminate gender infor-
mation from the intermediate vector representation produced by BERT. Their proposed 
architecture comprises a BERT encoder and two classifier heads. One of the classifiers acts 
as an adversarial network, designed to discourage BERT from encoding gender informa-
tion in its internal representations. This adversarial network is trained to predict gender, 
while BERT’s encoder is trained to minimize this prediction accuracy by making its inter-
nal representations less informative. Using the adversarial framework, the network aims 
to maximize relevance prediction while minimizing the prediction of gender labels. This 
approach allows the encoder to gradually exclude gender information from the intermedi-
ate vector representation, preventing the gender classifier head from being able to predict 
gender from the vector representation.

Another relevant work (Bigdeli et  al., 2021) explores the commonly held belief that 
reducing bias in ranker systems comes at the cost of utility (retrieval effectiveness). The 
authors propose a bias-aware pseudo-relevance feedback framework that aims to revise 
input queries to maintain or improve retrieval utility while significantly reducing bias. The 
paper demonstrates that it is possible to reduce bias without compromising retrieval effec-
tiveness. This work challenges the traditional view of bias and utility as competing aspects 
and suggests that they can be addressed concurrently. Although the method is effective in 
reducing gender biases while maintaining the performance, the method is limited to non-
neural models such as BM25.

Furthermore, SeyedSalehi et al. have proposed an approach to mitigate gender biases in 
neural ranking systems (Seyedsalehi et al., 2022). Their approach aims to mitigate gender 
biases in search results by introducing a bias-aware neural ranking approach. The proposed 
method explicitly incorporates a penalty for gender bias while maintaining retrieval effec-
tiveness. The core idea involves ranking documents by learning their relevance to a given 
query while penalizing those documents that display gender biases, particularly those that 
are irrelevant to the query. This is achieved by incorporating a bias term into the ranking 
model loss function. By penalizing the relevance of irrelevant biased documents, the model 
learns to rank them lower while still prioritizing relevant documents, thus reducing bias in 
search results.

The work by Zerveas et al. (2022) introduced a novel approach to mitigate bias in neu-
ral rankers through an end-to-end differentiable, transformer-based framework called COn-
textual Document Embedding Reranking (CODER), which optimizes document relevance 
scores while simultaneously imposing neutrality regularization. CODER uses a trans-
former query encoder that scores a set of candidate documents collectively rather than in 
isolation, achieving contextual ranking. For bias mitigation, a regularization loss penalizes 
high-scoring documents that deviate from neutrality with respect to gender. The neutral 
ranking objective is achieved by comparing the distribution of scores against ideal, unbi-
ased ranking scores. The authors show that CODER provides a smoother and more predict-
able bias mitigation process.

Different from other work that focus on adjusting the training model or the model archi-
tecture, the recent work by Bigdeli et al. (2022) addresses the problem of gender bias in 
neural retrieval models by proposing a simple and effective training data sampling strategy. 
The authors suggest incorporating the degree of gender bias when sampling documents 
for training neural rankers, allowing these models to maintain retrieval effectiveness while 
reducing gender biases. This strategy involves a systematic negative sampling approach 
that exposes neural rankers to biased documents, teaching them to avoid gender biases 
without architectural changes to neural rankers. This approach is notable for its simplicity 
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and efficacy, offering a practical solution for reducing gender biases while being applicable 
to a range of neural rankers.

These existing methods can be broadly categorized into three main classes: 1) Data-
Driven Debiasing, 2) Loss Function Regularization, and 3) Adversarial Training. The 
approach presented by Bigdeli et al. (2022) exemplifies a data-driven debiasing strategy, 
where biases are directly addressed within the training data itself. Loss function regu-
larization techniques can be further divided into two subcategories: the first subcategory 
includes methods such as the one proposed by Zerveas et al. (2021), which introduces an 
interpolated loss in order to consider bias during training. The second subcategory involves 
methods such as the one by Seyedsalehi et al. (2022), where a regularizer is applied to the 
loss function to mitigate biases. In the realm of adversarial training, the method proposed 
by Rekabsaz et al. (2021) is among the first to consider adversarial models for mitigating 
bias. It aims to completely remove the gender attribute from the intermediate representa-
tion of query-document pairs in neural rankers. Our proposed approach has close affinity 
with this paper. However, our proposed goes beyond the work by Rekabsaz et al. by intro-
ducing a novel multi-tasking loss. This loss function adaptively disentangles gender from 
the ranking representation during the multi-task training process, enhancing the model’s 
ability to ensure gender neutrality in the ranked results.

Unlike existing solutions that often modify training data or algorithmic behavior, our 
approach ensures that gender information is isolated and not used in the relevance deter-
mination process. Consequently, our neural rankers operate without leveraging gendered 
assumptions and mitigate biases without sacrificing retrieval effectiveness

3  Proposed approach

3.1  Preliminaries

Neural rankers: Given a set of queries, denoted by Q = {q1, q2,… , qn} , and a correspond-
ing pool of documents represented by D = {d1, d2,… , dm} , a neural ranker, Φ , employs a 
neural network architecture with a set of parameters � to rank documents in D in relation 
to queries in Q. The neural ranker generates a ranked list R of documents by evaluating the 
relevance of each document to a given query. This is achieved by calculating a relevance 
score s = Φ(q, d) for each query-document pair (qi, d) , where qi ∈ Q and d ∈ D . Since neu-
ral rankers are supervised methods, during the training process, their parameters � are opti-
mized to improve the ranker’s ability to accurately reflect the relevance of documents in 
relation to input queries.

Neural ranking architectures: A neural ranker Φ often consists of two components: (i) 
an encoder, and (ii) a scoring mechanism. The encoder, which is typically a large language 
model (LLM), processes the inputs to generate vector representations for queries and docu-
ments. Within a cross-encoder architecture (Reimers & Gurevych, 2019), the vector repre-
sentation of the query q and document d are often concatenated, which can be expressed 
as:

where ⊕ denotes the concatenation operator. Subsequently, a multi-layer feedforward net-
work is employed as the scoring mechanism. It takes the vector E and computes the rel-
evance scores used to rank documents in relation to the input query q.

(1)E = encoder(q⊕ d)
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Training neural rankersL: A neural ranker Φ is often trained using a pairwise train-
ing process (Burges et al., 2005), which adopts a contrastive learning strategy (Zou et al., 
2013). This strategy ensures that vectors representing queries are placed closer to those of 
their relevant documents and placed furthest away from those of their irrelevant documents 
within the vector space. This objective is achieved through a marginal ranking loss func-
tion, as follows:

where d+
i
 and d−

j
 denote relevant and an irrelevant document, respectively, relative to the 

query q. Furthermore, N+ and N− represent the total number of relevant and irrelevant doc-
uments, and n is the total number of training samples across all queries. This loss function 
helps guide the training process, enabling the neural ranker Φ to better distinguish between 
relevant and irrelevant documents for each query.

3.2  Problem definition

When considering the issue of gender, user queries can be broadly categorized in two 
classes, namely (i) gender-neutral queries, and (ii) gender-specific queries. Gender-neutral 
queries are those queries, which seek information that can be answered independently of 
gender considerations and include examples such as ‘what happened in cabo shooting’ and 
‘what is early childhood studies’. In contrast, gender-specific queries will need to take gen-
der as a consideration when effectively addressing the query. Examples of such queries 
include ‘when can you feel signs of pregnancy’ (female-affiliated query) and ‘what is age 
for prostate cancer’ (male-affiliated query). Table 1 provides further examples of gender-
specific and gender-neutral queries as provided by Rekabsaz and Schedl (2020). The objec-
tive of our work is to ensure that a neural ranker Φ is fair when dealing with these two 
different types of queries. We adopt the definition of gender fairness as laid out by earlier 
work (Seyedsalehi et al., 2022; Bigdeli et al., 2023; Krieg et al., 2022), and formulate them 
as follows:

Fairness for gender-neutral queries: A neural ranker would be deemed fair when pro-
cessing gender-neutral queries if the retrieved ranked list of documents would not exhibit 
any predispositions towards any specific gender. This principle is predicated on the under-
standing that a query devoid of gender-related cues should yield a set of documents whose 
relevance is determined independently of gender implications (Kopeinik et al., 2023; Reka-
bsaz and Schedl, 2020; Bigdeli et al., 2021). For instance, the query ‘how can one become 

(2)L =
1

n

N+∑

i=1

N−∑

j=1

max(0,m − Φ(q, di
+) + Φ(q, dj

−))

Table 1  Sample queries and their 
gender affiliations from Rekabsaz 
and Schedl (2020)

Query gender affiliation Query

 Female actress who born at litrhuania
what does it mean when you 

bleed before period
Male who is king philip of spain

is king arthur real or legend?
Neutral where is kobenhavn

what is hemianopsia
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an engineer?’ is gender-neutral, as the path to becoming an engineer is independent of the 
individual’s gender. In such a case, one would expect to receive a ranked list of documents 
that does not carry any preconceived notions of gender preference in relation to the engi-
neering profession. In order to quantitatively assess the fairness of a ranked list of docu-
ments, denoted as Rq , in relation to a gender-neutral query q, researchers have assumed 
that a function Ψ(Rq) can be formulated for measuring the extent of gender bias manifested 
by Rq (Rekabsaz & Schedl, 2020; Rekabsaz et al., 2021; Abolghasemi et al., 2024) where 
lower values of Ψ(R) depict increased degrees of fairness. For a ranking Rq to be consid-
ered fair in response to a gender-neutral query, the ideal outcome would be:

This symbolizes the expectation that the ranked list of documents for a gender-neutral 
query q should approach a state of gender parity, where ideally no discernible bias in favor 
of any gender is observable.

Fairness for gender-specific queries: When processing gender-specific queries, a neural 
ranker would be deemed fair if its ability to effectively rank documents does not vary based 
on the gender of the query. This concept posits that the performance of a neural ranker, can 
be quantitatively assessed using a performance metric �(Q) , where a higher �(Q) indicates 
superior model performance on the query set Q. For a neural ranker to be considered fair 
under this definition, it must exhibit comparable performance levels for queries belong-
ing to different gender affiliations, such as male-affiliated queries ( Qm ), or female-affiliated 
queries ( Qf  ), essentially satisfying the following condition:

This definition emphasizes the need for promoting a system that treats all queries equally 
without bias towards any gender association.

In summary, a fair ranker should not exhibit stereotypical biases toward both gender-
neutral and gender-specific queries. For gender-neutral queries, the goal is to reduce, and 
ideally remove, biases in the document retrieval process, as shown in Eq. 3: Ψ(Rq) → 0 . 
For gender-specific queries, the ranker should demonstrate comparable retrieval effective-
ness across different gendered queries, as detailed in Eq. 4: �(Qm) ≈ �(Qf ).

3.3  Overview of the disentanglement approach

Neural rankers order documents by the similarity between their vector representations and 
those of user queries. It has been empirically demonstrated (Rekabsaz and Schedl, 2020) 
that these vectors often encode gender preferences, which can intensify biases. Conse-
quently, these biases are implicitly considered during the ranking process. Therefore, our 
hypothesis is that by excluding gender information from the vector representations of que-
ries and documents, the neural ranker will be unable to access, even implicitly, any gender 
data during the ranking process, thereby preventing the intensification of biases.

To this end, we propose to ‘disentangle’ query and document vector representations 
into discernible components dedicate to gender and semantic sub-vectors. The gender 
sub-vector would be responsible for capturing possible gender information in the query or 
document, whereas the semantic component would, independently of the gender informa-
tion, only represent the content value of the query or document. Disentangled represen-
tation learning (Bengio et al., 2013) aims to create factorized representations that isolate 

(3)Ψ(Rq) → 0

(4)�(Qm) ≈ �(Qf )
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underlying factors of input data. In our work, we focus on separating content gender from 
content semantics. We propose that separating gender-related information from E can 
debias neural ranking outputs. Thus, we disentangle E into two components: Er , containing 
all content semantics and non-gender factors, and Eg , representing gender-related informa-
tion. Let Γ be a function that disentangles a vector E of size d into two components of sizes 
m and n such that:

Based on Eq. 5, we propose using Er for ranking while excluding Eg , potentially reduc-
ing the gender biases inherent in neural rankers. By omitting Eg from the ranking process, 
we suggest that gender will no longer influence query performance or the makeup of the 
ranked results.

3.4  Neural architecture for gender disentanglement

Figure 2 shows our architecture for disentangling gender from content semantics in neural 
rankers. It includes two distinct networks: the Ranking Network and the Gender Network. 
The Ranking Network processes only the semantic subvector, Er , learning the relevance 
between queries and documents. The Gender Network refines the gender-specific subvec-
tor, Eg , to predict gender attributes accurately. When trained together, these networks sepa-
rate content into Er and gender information into Eg , effectively disentangling the two.

The ranking network: This network is designed to capture and learn the concept of rel-
evance between queries and documents. It operates by only processing the semantic com-
ponent of the original vector, Er , using a Multi-Layer Perceptron (MLP), denoted as MLPr , 
to predict relevance scores for query-document pairs. During the training process, this net-
work generates relevance scores for both relevant and irrelevant documents associated with 
each query in the dataset, as defined in the following:

(5)Er,Eg = Γ(E,m, n), d = m + n

Fig. 2  Overview of the proposed neural disentanglement architecture
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where � is the activation function, and Θ = �r ∪ br are the parameters of the MLP responsi-
ble for predicting the relevance score s . To enhance the model’s discrimination capabilities, 
we embed a contrastive loss function that aims to increase the relevance scores for matches 
between queries and their corresponding relevant documents while reducing the scores for 
mismatches with irrelevant documents. The loss function can be formulated as follows:

Therefore,

Given Lr , �r and br are updated as follows:

where � is the learning rate, and t denotes the iteration number. This approach allows the 
network to accurately identify and enhance the relevance of query-document pairs, thus 
optimizing the performance of the neural ranker.

The gender network: This network specifically targets the gender-specific subvector 
of the neural ranker’s intermediate vector, Eg , to predict gender attributes. The network 
utilizes a Multilayer Perceptron (MLP), denoted as MLPg , which processes Eg to esti-
mate the probability of document or query gender affiliation as follows:

where � is the activation function, �g are the weights, and bg the bias of the MLPg.
To obtain accurate gender affiliations, a function Λ is assumed, which can identify 

the gender affiliation of a text t :

Here, g represents the gender affiliation of the text, t . The training of the Gender Network 
is governed by a Binary Cross Entropy loss function, formulated as:

where N is the total number of instances, pgi is the predicted probability that the i-th 
instance belongs to a particular gender, and yi = Λ(qi ⊕ di) is the true label derived from 
the function Λ.

Simultaneous training of the ranking and gender networks disentangles gender and 
semantic information. This dual-training strategy divides the encoder’s output, E , into 
two components: Er for semantics and Eg for gender information. Consequently, the 
architecture assesses relevance using Er and remains unbiased by gender influences 

(6)s = �(�rEr + br),

(7)L+ =

N+∑

i=1

�(�rE
+
ri
+ br), L− =

N−∑

j=1

�(�rE
−
rj
+ br)

(8)Lr =
1

n

∑
max(0,m − L+ + L−)

(9)�(t+1)
r

= �(t)
r
− �

�Lr

��r
, b(t+1)

r
= b(t)

r
− �

�Lr

�br

(10)pg = �(�gEg + bg),

(11)g = Λ(t)

(12)Lg = −
1

N

N∑

i=1

[
yi log(pgi ) + (1 − yi) log(1 − pgi )

]
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from Eg . The total loss function Lt is a linear combination of the ranking loss Lr and the 
gender classification loss Lg:

 

Algorithm 1  Training of the Disentangled Ranking Network

The final formulation of Lt clearly illustrates the model’s balance between optimizing 
ranking performance and promoting gender fairness. Adjustable weights � and � enable 
fine-tuning to meet specific performance and fairness objectives.

3.5  Model training

To effectively train the model, we form a dataset comprising of samples 
(q, d+, d−, gender+, gender−) , where gender+ , and gender− denote the gender affiliation of 
the relevant, and irrelevant documents, respectively. The training procedure is illustrated in 
Algorithm 1, which begins by initializing the dataset with query-document pairs (q, d+, d−) 
and settings the number of training iterations T  . Initially, the network parameters �r , �g , br , 
and bg , are initialized randomly. Subsequently, true gender affiliations are computed for 
both relevant and irrelevant documents by applying function Λ to the concatenated pairs, 
resulting in g+ and g− as described in Lines 3 and 4 of the algorithm. The primary training 
loop executes over T  iterations. Each iteration processes a batch of samples, which includes 
both query-document pairs and their corresponding gender affiliations. In each iteration 
the following steps are taken: (Step 1) The query-document pairs are transformed into vec-
tor representations E+ and E− (Lines 7 and 8). (Step 2) The representations are then split 

(13)

Lt =� ×

(
1

n

N+∑

i=1

N−∑

j=1

max(0,m − �(�rE
+
ri
+ br) + �(�rE

−
rj
+ br))

)

+ � ×

(
−
1

N

N∑

i=1

[
yi log(pgi ) + (1 − yi) log(1 − pgi )

]
)
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into components dedicated to ranking ( E+
r
 and E−

r
 ) and gender ( E+

g
 and E−

g
 ) (Lines 9 and 

10). (Step 3) Relevance scores are computed from the ranking components (Lines 11 and 
12), while gender affiliations are estimated from the gender components (Lines 13 and 14). 
(Step 4) The algorithm computes the ranking loss Lr using a hinge loss in Line 15. The 
gender loss Lg is calculated using binary cross-entropy (Line 16), and (Step 5) The total 
loss Lt is computed as a linear interpolation of both losses, as shown on Line 17. Finally, 
the parameters �r , �g , br , and bg are updated on Line 18 by minimizing the total loss.

4  Experiments

4.1  Datasets and setup

To train our neural rankers, we utilize the MS MARCO passage ranking dataset (Nguyen 
et al., 2016), which contains approximately 200,000 queries and 8.8 million passages. For 
training purposes, we select 200,000 random samples of query triples (query, doc+, doc−) 
to teach the model effectively. The models are trained for five epochs using the Adam opti-
mizer and a sigmoid activation function. Additional implementation details, as well as the 
code, are available in our publicly available GitHub repository.1

To evaluate model performance and measure the proposed model’s effectiveness in 
reducing gender biases we require two sets of queries:

Gender-neutral queries: ( Qn ): This set allows us to evaluate stereotypical gender biases 
for gender-neutral queries. In particular to test the condition set out in Eq. 3. When a gen-
der-neutral query is fed to the model, it is expected that the ranked list does not show any 
inclination towards male, or female. We use two query sets proposed by Rekabsaz et al. 
The primary set (Rekabsaz et al., 2021) comprises 1,765 gender-neutral queries, annotated 
from a pool of 55,578 MS MARCO queries by three Amazon Mechanical Turk workers. 
The annotators flagged queries with words or phrases related to gendered concepts. The 
second set, contains 215 socially problematic queries that could potentially reinforce exist-
ing gender norms and propagate gender inequality if the search results are biased.

Gender-specific queries: ( Qg ): This set is employed to evaluate the fairness for the gen-
der-specific queries. In particular this query set is used to evaluate the condition set out in 
Eq. 4. We use the dataset labeled by Bigdeli et al. (2021). Their work involved training a 
BERT classifier with human-annotated queries, which they applied to the MS MARCO 
passage ranking development set. This labeling effort resulted in two sets: 1,405 male 
affiliated queries and 1,405 female affiliated queries. We evaluate the model performance 
on both male affiliated, and female affiliated queries in order to asses whether the model 
shows comparable performance over different genders.

4.2  Baselines and metrics

To evaluate our work against robust state-of-the-art baselines, we use five distinct meth-
ods: (1) Original Model: A cross-encoder model trained for the passage re-ranking task, 
using the OpenMatch implementation (Liu et  al., 2021). (2) AdvBert(Rekabsaz et  al., 

1 https:// github. com/ gende rdisen/ gende rdisen

https://github.com/genderdisen/genderdisen
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2021)2 Utilizes an adversarial strategy to eliminate gender data from the neural rank-
ers’ intermediate representations, replicated from their GitHub repository. (3) Bias-aware 
Penalty(Seyedsalehi et al., 2022): Incorporates a direct bias penalty in the neural ranker’s 
loss function to explicitly address gender biases during training. (4) CODER(Zerveas 
et al., 2021)2 : A transformer-based framework that evaluates document relevance collec-
tively rather than individually and includes neutrality regularization to penalize deviations 
from gender neutrality. (5) Light-weight Sampling (Bigdeli et al., 2022): Employs a nega-
tive sampling strategy that selects the most biased documents as negative samples to train 
the model, teaching it to recognize and reduce bias.

To evaluate model performance, we assess ranking effectiveness and the degree of gen-
der biases: i) Ranking Effectiveness. We use Mean Reciprocal Rank (MRR) to gauge the 
baseline models’ performance. MRR calculates the average of reciprocal ranks for all que-
ries, focusing on the rank of the first relevant result, with MRR@10 being the standard 
metric for the MS MARCO passage ranking task (Nguyen et  al., 2016). ii) Measuring 
Gender Biases. We use three metrics to quantitatively assess each model’s gender biases: 
a) Average Rank Bias (ARaB) (Rekabsaz & Schedl, 2020) measures the presence of gen-
der-specific words in documents, using Term Frequency (TF) and Boolean methods to cal-
culate gendered terms. b) NFaiRR Metric (Rekabsaz et al., 2021) evaluates fairness at the 
document level within ranked lists and across all queries, based on the concept of ‘docu-
ment neutrality’, where a higher NFaiRR indicates a fairer ranking. c) Linguistic Inquiry 
and Word Count (LIWC) (Pennebaker et al., 2001) is employed to determine the gender 
affiliation of text using the social referents category, specifically the male and female refer-
ence subcategories, as outlined in Bigdeli et al. (2021).

4.3  Ranking effectiveness and bias mitigation evaluation

In our experiments, we evaluate the effectiveness of our proposed disentanglement 
approach in reducing stereotypical gender biases in neural rankers. We conduct experi-
ments using two sets of gender-neutral queries, comprised of 215 and 1, 765 queries intro-
duced in Sect. 4.1, respectively. To demonstrate the generalizability of our approach, we 
report the results based on the MiniLM Wang et al. (2020) language model in Tables 2 and 
3, and BERT-Mini language model Bhargava et al. (2021) in Tables 4 and 5. Fig. 3 shows 
the training loss, and MRR on the development set queries for both of the base models. 
We can infer from the figure that as training goes on, the training losses are decreased, 
while the MRR of the development sets is increases, which shows that the model is trained 
properly, and it is not overfitted on the training data. As shown in Table 2, our model sig-
nificantly outperforms the original model in the 215 query set, achieving a higher MRR of 
0.1877 at Cut-off 10 compared to the original’s 0.1602. Our model also shows considerable 
reductions in ARaB metrics: ARaB-tc decreases from 0.3183 to 0.0737, ARaB-tf from 
0.1374 to 0.046, and ARaB-bool from 0.1101 to 0.0567, with the NFaIR score improving 
from 0.8107 to 0.8664. In contrast, the CODER model, while achieving lower ARaB val-
ues, only reaches an MRR of 0.0152, and the AdvBert model, despite lower ARaB values, 
significantly compromises retrieval effectiveness with an MRR of only 0.0093 at Cut-off 

2 The numbers reported in the table represent the best results obtained from their implementation. We veri-
fied these results with the authors through multiple meetings, during which they confirmed the accuracy of 
the very low MRR values.
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10. This table demonstrates that our approach not only reduces bias but also enhances 
ranking effectiveness. Furthermore, at Cut-off 20, our model continues to show improve-
ment, with an MRR of 0.1941 compared to the original model at 0.1658. The ARaB-tc 
value further decreased to 0.0574, and ARaB-tf to 0.035. The NFaIR score increased to 
0.8722, again indicating reduced bias. Despite AdvBert’s superior bias reduction, it’s MRR 
remained noticeably low at 0.0103, reinforcing the trade-off between bias reduction and 
retrieval effectiveness in their work.

In the 1765 query set, as shown in Table  3, our model achieves a superior MRR of 
0.2969 at Cut-off 10, outperforming the original model’s 0.2673, illustrating our approach’s 
effectiveness in enhancing retrieval while reducing biases. Notable improvements in bias 
metrics include ARaB-tc decreasing from 0.1535 to 0.0805, ARaB-tf from 0.0721 to 
0.0131, and ARaB-bool from 0.0611 to 0.0178, with the NFaIR score rising from 0.7066 

Table 2  Gender bias measures for 215 neutral queries with MiniLM base model

MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Cut-off 10 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFalR↓ LIWC↓
 Original Model 0.1602 0.3183 0.1374 0.1101 0.8107 1.023
 AdvBert 0.0093 0.0304 0.0022 0.0008 0.9854 0.1134
 Bias-aware Penalty 0.167 0.1994 0.0867 0.0689 0.8453 0.8545
 CODER 0.0152 0.0254 0.0240 0.0313 0.9336 0.4114
 Ours 0.1877 0.0737 0.046 0.0567 0.8664 0.8404

Cut-off 20 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFalR↓ LIWC↓

 Original Model 0.1658 0.2635 0.1142 0.092 0.8274 0.7966
 AdvBert 0.0103 0.0289 0.0028 0.0016 0.9824 0.1101
 Bias-aware Penalty 0.1722 0.1674 0.0725 0.0576 0.8564 0.6426
 CODER 0.0155 0.0351 0.0263 0.0311 0.9348 0.3491
 Ours 0.1941 0.0574 0.035 0.0422 0.8722 0.717

Table 3  Gender bias measures for 1765 neutral queries with MiniLM base model

MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Cut-off 10 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFalR↓ LIWC↓
 Original Model 0.2673 0.1535 0.0721 0.0611 0.7066 1.5599
 AdvBert 0.0081 0.0051 0.0018 0.000267 0.9657 0.2374
 Bias-aware Penalty 0.2814 0.0506 0.0256 0.0218 0.7396 1.4368
 CODER 0.0021 0.1507 0.0721 0.0663 0.8404 0.7199
 Our Approach 0.2969 0.0805 0.0131 0.0178 0.7623 1.4521

Cut-off 20 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFalR↓ LIWC↓

 Original Model 0.2726 0.0721 0.0641 0.0538 0.722 1.3001
 AdvBert 0.0099 0.0025 0.0003 0.0014 0.9642 0.2283
 Bias-aware Penalty 0.2868 0.0256 0.0192 0.0152 0.7527 1.1809
 CODER 0.0025 0.1490 0.0716 0.0663 0.8407 0.6467
 Our Approach 0.3023 0.0131 0.0313 0.0052 0.7658 1.2767
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Table 4  Gender bias measures for 215 neutral queries with BERT-Mini base model

cut-off 10 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Original Model 0.1662 0.2544 0.1058 0.0751 0.8273 0.8467
Advbert 0.0431 0.0308 0.0159 0.0155 0.9644 0.2943
Bias-aware Penalty 0.1714 0.2472 0.1025 0.0756 0.8389 0.8217
CODER 0.0014 0.0260 0.0171 0.0205 0.9649 0.2998
Our Approach 0.1399 0.0376 0.0132 0.0075 0.8583 0.6969

cut-off 20 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR LIWC↓

Original Model 0.1742 0.2318 0.0929 0.0646 0.8457 0.6964
Advbert 0.0487 0.0289 0.0151 0.015 0.9657 0.2474
EDBT 0.181 0.2331 0.0928 0.0662 0.8563 0.6448
CODER 0.0014 0.0228 0.0148 0.0178 0.9650 0.2828
Our Approach 0.1455 0.047 0.0158 0.0083 0.8691 0.5674

Table 5  Gender bias measures for 1765 neutral queries with BERT-Mini base model

cut-off 10 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Original Model 0.2475 0.1387 0.056 0.0369 0.7304 1.4942
AdvBert 0.0081 0.0051 0.0018 0.0003 0.9657 0.4403
Bias-aware Penalty 0.244 0.1374 0.0536 0.0334 0.7384 1.4474
CODER 0.7082e−4 0.0646 0.0371 0.0421 0.9093 0.5713
Our Approach 0.1922 0.0928 0.0354 0.026 0.7565 1.3468

cut-off 20 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Original Model 0.2548 0.1262 0.505 0.0329 0.7451 1.2592
Advbert 0.0099 0.0025 0.0003 0.0014 0.9642 0.4043
Bias-aware Penalty 0.2505 0.1138 0.0441 0.027 0.7583 1.1984
CODER 0.0001 0.0674 0.0388 0.0440 0.9096 0.4858
Our Approach 0.1996 0.0928 0.037 0.0285 0.7672 1.1682

Fig. 3  The train loss, and MRR 
of the development set queries 
for (A) MiniLM base model, and 
(B) BERT-Mini base model
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to 0.7623. The CODER model records lower ARaB but a significantly reduced MRR of 
0.0021, while the AdvBert model, despite achieving low bias scores, suffers in perfor-
mance with an MRR of only 0.0081 at Cut-off 10. At Cut-off 20, our model maintains its 
performance with an MRR of 0.3023, further reducing ARaB-tc to 0.0131 and ARaB-tf to 
0.0313, with an increased NFaIR score of 0.7658, highlighting continued bias reduction. 
AdvBert’s low bias metrics come with a trade-off in retrieval effectiveness, indicated by an 
MRR of just 0.0099.

It’s worth noting that while the AdvBert model greatly reduces biases, it suffers a signif-
icant performance drop, limiting its practical use. The Bias-aware Penalty baseline offers 
moderate bias reduction with good performance, yet our model exceeds it in both bias 
reduction and ranking effectiveness. Similarly, the CODER baseline significantly reduces 
bias but has markedly lower ranking performance compared to our approach.

Using the BERT-Mini model, shown in Tables 4 and 5, similar trends are observed. In 
the 215 query set, our model achieves an MRR of 0.1399 at Cut-off 10, compared to the 
original’s 0.1662. Despite a slight drop in ranking effectiveness, our model significantly 
mitigates bias, with ARaB-tc dropping from 0.2544 to 0.0376, ARaB-tf from 0.1058 to 
0.0132, and ARaB-bool from 0.0751 to 0.0075. The NFaIR score improved from 0.8273 
to 0.8583. The AdvBert model, though achieving lower ARaB values, suffers from drasti-
cally reduced performance, with an MRR as low as 0.0431 at Cut-off 10. At Cut-off 20, 
our model continues to improve, reducing ARaB-tc to 0.047 and ARaB-tf to 0.0158, and 
increasing the NFaIR score to 0.8691. However, AdvBert’s performance remains low 
with an MRR of 0.0487, underscoring a substantial trade-off between bias reduction and 
retrieval effectiveness. In the 1765 query set, our model significantly improves bias metrics 
with ARaB-tc decreasing from 0.1387 to 0.0928, ARaB-tf to 0.0354, and ARaB-bool to 
0.026. The NFaIR score rose from 0.7304 to 0.7565. Despite AdvBert achieving the lowest 
bias scores, its retrieval effectiveness is compromised, showing an MRR of only 0.0081 at 
Cut-off 10. At Cut-off 20, further reductions in bias metrics and an increase in NFaIR to 
0.7672 continue, yet AdvBert’s MRR remains low at 0.0099, highlighting its limited prac-
tical utility.

We point out that while the AdvBert model significantly reduces biases across all met-
rics, it does so with a marked decline in retrieval effectiveness. The Bias-aware Penalty 
baseline shows a moderate reduction in bias with relatively good performance. However, 
our model outperforms it in both bias reduction and retrieval effectiveness. In Appendix 
A, we have incorporated an adversary network into our architecture to intensify the penali-
zation of gender information within the ranking representation. Detailed explanations, 
results, and discussions are provided there. Additionally, a case study example is presented 
in Appendix B to further illustrate the effectiveness of our proposed model in mitigating 
stereotypical gender biases.

4.4  Light‑weight sampling strategy

As an additional baseline, Bigdeli et  al. (2022) have suggested a negative sampling 
strategy, in which the negative documents are selected such that they exhibit large 
amount of bias. By doing so, the model will implicitly recognize bias as a negative 
factor during the training; therefore, biased documents will be sorted lower when re-
ranked with the trained model. We adopt this negative sampling strategy, and select 
two negative samples from the proposed dataset, and train our gender disentanglement 
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model with this bias-aware negative strategy. Given limited space, we report the results 
on the MiniLM language model in Tables 6, and 7 for the 215, and 1,765 queries.

When comparing the results of the original and disentangled models in both tables 
before and after the light-weight negative sampling strategy is used, we make three 
consistent improvements: (1) the negative sampling strategy does not lead to a drop 
in retrieval effectiveness on the base retrieval method but decrease in our disentangle-
ment method is more pronounced on the MRR metric. This shows that When shown 
severely biased negative samples, the proposed disentanglement model cannot learn 
the concept of relevance as well as when random negative samples were selected; (2) 
on the other hand, the negative sampling strategy leads to notable reduction in bias in 
our proposed approach, which is superior to both the original base model as well as 
when negative sampling strategy was applied to the base retrieval method. This sug-
gests, as also reported by Bigdeli et al. (2022) that the selection of the negative sam-
ples can lead to reduced bias. In summary, while the disentangled model consistently 
reduces bias metrics (ARaB-tc, ARaB-tf, ARaB-bool) and improves NFaIR and LIWC 
scores compared to the original model, this often comes at the cost of a slight decrease 
in MRR, which may be tolerable depending on the application area and the signifi-
cance of the observed bias reduction.

Table 6  Bias measures for the light weight(LW) random samples proposed in Bigdeli et al. (2022) on 215 
queries

cut-off 10 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Original Model 0.1602 0.3183 0.1374 0.1101 0.8107 1.023
Original LW 0.1604 0.0269 0.0147 0.0141 0.9596 0.2913
Disentangled LW 0.1466 0.0164 0.0103 0.0133 0.983 0.1292

cut-off 20 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Original Model 0.1658 0.2635 0.1142 0.092 0.8274 0.7966
Original LW 0.1659 0.0218 0.0123 0.0125 0.9595 0.3004
Disentangled LW 0.1554 0.0137 0.0076 0.0086 0.9788 0.1749

Table 7  Bias measures for the light weight (LW) random samples proposed in Bigdeli et al. (2022) on 1765 
queries

cut-off 10 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Original Model 0.2673 0.1535 0.0721 0.0611 0.7066 1.5599
Original LW 0.2737 0.027 0.0136 0.0124 0.8810 0.8192
Disentangled LW 0.2393 0.0157 0.0032 0.0028 0.915 0.5915

cut-off 20 MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Original Model 0.2726 0.0721 0.0641 0.0538 0.722 1.3001
Original LW 0.2795 0.0214 0.0109 0.0101 0.8802 0.7268
Disentangled LW 0.2464 0.0177 0.0049 0.0003 0.9091 0.5621
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4.5  Performance disparities

Besides stereotypical gender biases, disparities in retrieval effectiveness between male and 
female-affiliated queries are notable. As shown in the top row of Table 8, the original neu-
ral ranker performs significantly better on male queries than on female queries, with a 19% 
higher effectiveness at cut-off 10 and a similar disparity at cut-off 20. However, the results 
from our disentanglement approach, detailed in the second row of Table 8, offer the follow-
ing observations: (1) Our approach reduces the performance disparity between male and 
female affiliated queries from 19% to 14%, a 5% improvement. This significant progress 
suggests the importance of addressing not only the stereotypical gender biases in document 
retrieval but also the disparities in retrieval effectiveness across different gendered queries. 
Otherwise, merely reducing gender biases without improving retrieval effectiveness could 
result in less biased but potentially irrelevant documents being retrieved. (2) Our approach 
reduces the performance disparity between male and female queries without sacrificing the 
performance of either group. Contrary to concerns raised in earlier studies (Seyedsalehi 
et al., 2022) that reducing gender biases might decrease retrieval effectiveness, our method 
actually enhances performance for both groups. Specifically, male-affiliated queries experi-
ence more than a 3.5% improvement, and female-affiliated queries improve by over 10%. 
We have also reported the standard deviation of the reciprocal ranks of the male, and 
female queries. The consistent standard deviation for both the original, and the disentan-
gled models in cut-offs 10, and 20 implies that the system has become better at ranking 
relevant results higher on average (as indicated by the increased MRR), but the degree to 
which these rankings vary across different queries is the same as before. This could mean 
that the improvement in MRR is consistent across many queries.

4.6  Gender Disentanglement Quality

Evaluating gender bias in neural embeddings is challenging due to the absence of stand-
ardized measures, particularly for complex contextualized embeddings (Zhao et al., 2019; 
Basta et al., 2019). Previous research has utilized clustering and classification to identify 
gender information in embeddings, comparing debiased and non-debiased versions (Gonen 
& Goldberg, 2019; Bolukbasi et al., 2016). In our evaluation, we test the efficacy of our 
approach to separate gender from semantics using three established strategies: (1) ana-
lyzing occupational stereotypes (Basta et  al., 2019; Zhao et  al., 2019) and (2) detecting 

Table 8  Performance on gender-specific queries

MRR@10 Male Female Δ

Original Model 0.3939 (std=0.3528) 0.3178 (std=0.3445) 19.3196
Disentangled Model 0.4093 (std=0.3485) 0.3511(std=0.3474) 14.2194
Improvement 3.90% 10.47% −26.39%

MRR@20

Original Model 0.4002 (std=0.3682) 0.3242 (std=0.3582) 0.1899
Disentangled Model 0.4146 (std=0.3597) 0.3572 (std=0.3610) 0.1384
Improvement 3.59% 10.17% −27.11%
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gender spaces in embeddings (Bolukbasi et al., 2016) and (3) Measuring Bias in Sentence 
Encoders.

4.6.1  Occupational stereotypes

Previous research has shown that neural embeddings often capture biases related to gender 
roles and professions, such as stereotypically associating engineering with men and nursing 
with women. In this section, we explore how gender and semantic components within these 
embeddings affect the representation of occupations deeply linked to gender stereotypes. 
We are interested in determining if our disentanglement approach effectively separates 
gender from the semantic aspects of occupations. To achieve this, we use the method sug-
gested in Basta et al. (2019); Zhao et al. (2019), selecting sentence pairs from the Wino-
Bias dataset (Zhao et al., 2018). Each pair features the same sentence with different gender-
specific pronouns, for example, “[The manager] fired the cleaner because [he] was angry” 
and its counterpart “[The manager] fired the cleaner because [she] was angry”. In Fig. 4, 
we illustrate the 20 occupations from Zhao et al. (2019). We applied PCA to the disentan-
gled semantic component (in blue) and the gender component (in red) of our model. We 
then analyzed the difference between the first principal component of the female represen-
tation and the male representation within the same sentence. Given that we are utilizing 
contextualized embeddings, the embedding of the pronoun token will vary depending on 
the context. As depicted in Figure 4, the semantic component shows a smaller difference 
between PCA components across the same occupations when represented in the same sen-
tence with different gender pronouns. This indicates a reduced dependency on gendered 
pronouns within the semantic component. In other words, the difference between the first 
PCA components in sentences with gendered pronouns is smaller when analyzing the 
semantic component than when analyzing the gender component. In contrast, the gender 
component displays greater variation, suggesting that it more effectively captures the gen-
der associations tied to different occupations. This provides a clearer distinction between 

Fig. 4  PCA of stereotyped occupations by pronouns, using gender and semantic disentanglement
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the representations of gendered pronouns across different occupations. This contrast dem-
onstrates that the semantic component exhibits a more uniform representation of pronouns 
across occupations, meaning that pronoun differences are less influenced by occupation 
titles. Conversely, the gender component highlights these differences, indicating that it suc-
cessfully isolates gender characteristics within the gender component, as intended by our 
disentanglement approach.

4.6.2  Detecting gender spaces

Bolukbasi et al. (2016) introduced a method to identify gender biases in embeddings by 
defining a gender space through directional differences between gender-related word pair 
vectors. Adopting this method, we analyzed the Principal Component Analysis (PCA) 
of male and female word pairs’ vector differences, as illustrated in Fig.  5. This analy-
sis extends to both the original and two disentangled models-one emphasizing semantic 
aspects, the other on gender components-providing insights into the inherent gender biases. 
We initiated our experiments by calculating directional vectors for pairs like ’he-she’ and 
’man-woman’, as recommended by Gonen and Goldberg (2019), and applied PCA to these 
vectors to detect and quantify gender biases. Notably, our evaluation includes contextual-
ized embeddings, allowing word representations to adapt based on sentence context. Com-
paring the principal components from the original and disentangled models, we assessed 
whether our disentanglement approach effectively reduces biased gender representation in 
embeddings. These comparisons are vital for validating the effectiveness of disentangling 
semantic content from gender information in mitigating gender bias within neural embed-
dings. Our observations can be enumerated as follows: (1) When comparing the principal 
components for gendered terms to those for random terms, we observed a higher variance 
among the gendered terms. This finding validates our experimental approach by high-
lighting the fact that gendered terms have a more pronounced first principal component 
compared to random terms, which can be an indication that this principal component is 
capturing aspects related to gender. (2) The disentangled semantics model shows a higher 
first component percentage compared to the original model, suggesting a more significant 
separation of semantic information from gender influences. The disentangled gender model 

Fig. 5  (A) Variance percentages in the principal components for the original, disentangled semantics, and 
disentangled gender models. (B) Corresponding percentages for random vectors
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exhibits an even higher first eigenvalue than the disentangled semantics model. Given that 
the disentangled semantics model focuses on detecting gender spaces, the predominance of 
a single principal component explaining a large variance aligns with our expectations. This 
principal component is likely capturing the primary axis of gender differentiation, further 
confirming that our model effectively disentangles gender information. (3) Although simi-
lar trends were observed with random terms, the intensity of the variance was much less 
pronounced. This is likely due to the shorter context and a higher occurrence of pronouns 
or stereotypically gendered occupations within these samples. Both the content and gen-
der representations in the disentangled models showed higher first principal components 
compared to the original model, yet these were substantially lower than those observed for 
gendered terms. These results underscore the efficacy of our disentangled models in isolat-
ing and analyzing gender-related components.

It is worth mentioning that in Fig. 5, the principal component, which is interpreted here 
as the gender component, shows a significantly higher variance for both gendered and ran-
dom terms. This observation aligns with trends observed in other studies that apply PCA to 
analyze bias in representations (Zhao et al., 2018, 2019; Gonen & Goldberg, 2019). Spe-
cifically, when applying PCA to data where certain dimensions are prominent or where the 
variance is heavily influenced by specific attributes, the first principal component tends to 
capture the majority of this variance. In this context, since the sentences are all focused on 
stereotypical occupations, it makes sense to have one bold principal component. However, 
by comparing it to the gendered terms, we see that it is less pronounced; the components in 
the first row and for gendered terms are significantly greater than those in the second row, 
which correspond to random terms.

4.6.3  Measuring bias in sentence encoders

May et al. (2019) have proposed the Sentence Encoder Association Test (SEAT) to meas-
ure social biases in sentence encoders. SEAT is a generalization of the Word Embedding 
Association Test (WEAT) (Caliskan et al., 2017), which was originally designed to meas-
ure biases in word embeddings by comparing the associations between sets of words (tar-
get concepts) and sets of attributes.

SEAT relies on cosine similarity to measure the association between sentence embed-
dings. Bias is quantified using a test statistic, s(X, Y ,A,B) , which measures the difference 
in cosine similarity between the embeddings of target concepts X and Y  the embeddings of 
attributes A and B . The magnitude of the association between the target concepts and the 
attributes is measured by the effect size. It is calculated as the difference in mean cosine 
similarity scores for the target concepts with respect to the attribute sets, normalized by the 
standard deviation as follows:

 where � and � indicate mean and standard deviation and s(w,A,B) is the difference in 
mean of the cosine similarities:

A larger effect size indicates stronger bias. To apply this bias measurement, specific sen-
tences are crafted using templates that incorporate target concepts (e.g., names associated 
with a particular race or gender) and attributes (e.g., pleasant or unpleasant adjectives). 

(14)EffectSize =
�x∈X s(x,A,B) − �y∈Y s(y,A,B)

�w∈X∪Y s(w,A,B)

(15)s(w,A,B) = meana∈A cos(w, a) −meanb∈B cos(w, b)
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The sentence embeddings generated by the encoder are then tested for bias by comparing 
the cosine similarity of the embeddings for different combinations of target concepts and 
attributes. For example, a biased sentence encoder might show higher similarity between 
Male names and career-related words compared to Female names reflecting stereotypical 
gender bias.

Based on SEAT and in our experiments, we adopt and measure effect size as an indica-
tor of bias (May et al., 2019), as explained in Eq. 14. In this test, the target groups con-
sist of female-related terms and male-related terms, embedded in sentences like “This is 
a mother” and “This is a father,” respectively. The attributes are represented by sentences 
associated with science and arts, such as “This is a dance” and “This is chemistry,” respec-
tively. Each target group contains 80 sentences, and there are over 55 attribute sentences in 
both the science and arts groups.

Our objective is to explore the extent to which contextualized sentence representa-
tions carry stereotypical gender biases, as shown in Table  9. We report the effect sizes 
for two different pre-trained language models, MiniLM and BERT-Mini, using both the 
original embedding representations and the representations where gender has been disen-
tangled using our proposed approach. A higher effect size in any of the embeddings indi-
cates a greater degree of bias, suggesting a stronger association of women with the arts and 
men with science. As illustrated in the table, when the semantic component of the origi-
nal embeddings is disentangled from gender, both language models demonstrate a lower 
degree of stereotypical gender biases. The results show that our approach has been able to 
reduce biases as a result of the disentanglement process, namely MiniLM shows a reduc-
tion of over 23% in gender bias in terms of effect size, while BERT-Mini exhibits a reduc-
tion of over 16%.

5  Discussion

5.1  Scalability

In real-world and large-scale applications, the effectiveness and efficiency of a model are 
both crucial factors that determine its practical usability. The sheer volume of data, the 
computational resources required, and the time needed for training can all pose significant 

Table 9  Comparison of Gender 
bias in terms of Effect Size for 
MiniLM and BERT-Mini with 
Original and Disentangled-
Semantic Representations

MiniLM Δ BERT-Mini Δ

Original 0.482 – 0.256 –
Disentangled-

Semantic
0.368 −23.52% 0.214 −16.55%

Table 10  Training and inference 
time of the original and 
disentangled model

MiniLM BERT-Mini

Original Disentangled Original Disentangled

Training time 01:36’:16" 01:39’:07" 01:00’:42" 01:01’:37"
Inference time 21.96 �s 23.07 �s 15.97 �s 17.97 �s



 Machine Learning         (2025) 114:121   121  Page 22 of 33

challenges when deploying a model in real environments. Therefore, it is imperative that 
the proposed model for eliminating stereotypical gender biases does not introduce prohibi-
tive levels of complexity or excessive time demands, as these could impede its application 
in real-world scenarios.

To assess the scalability of our model in large-scale and real-world applications, we 
evaluated the training and inference times of the proposed disentanglement model. As 
shown in Table 10, we compare these running times for both the original and disentan-
gled models across two base models. All experiments were conducted using an NVIDIA 
RTX A6000 GPU, which is well-suited for handling high-performance deep learning tasks. 
The results indicate that the disentanglement approach does not significantly increase the 
model’s running time, as evidenced by the minimal differences in training times (less than 
three minutes) and inference times (around 1 microsecond) between the original and disen-
tangled models.

These findings confirm that our proposed model remains scalable, making it well-suited 
for deployment in large-scale applications without compromising performance.

5.2  Interpretability

In real-world applications, ensuring that a model is interpretable is crucial, particularly in 
scenarios where the decision-making processes must be transparent and trackable. Inter-
pretability becomes even more significant in contexts like information retrieval systems, 
where users and stakeholders need to understand how and why certain results are ranked or 
presented. One effective approach to enhancing interpretability in these models is through 
representation disentanglement. By decomposing vector representations, which often 
encode a mixture of various information, into more interpretable and meaningful compo-
nents, disentanglement allows us to better understand the underlying factors that influence 
the model’s decisions. This process of separating distinct attributes within the representa-
tions makes it easier to track and explain the model’s behavior. Representation disentangle-
ment has been successfully employed in various areas to enhance model interpretability 
(Zhu et  al., 2021; Hsu et  al., 2017; Sarhan et  al., 2019; Tsang et  al., 2018; Wang et  al., 
2023; Du et al., 2020).

In the context of gender bias in information retrieval systems, disentangling gender-
related information from other aspects of the data can significantly contribute to the 
interpretability of the ranking model. When gender information is disentangled, it allows 
researchers and practitioners to isolate and examine the impact of gender on the ranking 
process, providing clearer insights into whether and how gender biases are influencing the 
model’s outputs. This level of transparency not only helps in identifying potential biases 
but also aids in the development of more fair and balanced models. By leveraging disen-
tanglement techniques, it becomes possible to create systems that not only perform well 
but also offer interpretable, bias-aware decision-making processes, which is essential for 
ethical AI deployment.

5.3  Ethical implications

Gender is considered to be a sensitive attribute, and any attempt to manipulate or alter gender 
information in machine learning models can lead to significant ethical concerns. This is par-
ticularly true in information retrieval systems, where fairness and transparency are paramount. 
In our work, we emphasize that our approach does not involve changing or manipulating 
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gender attributes in any way. Instead, we focus on disentangling gender from the intermediate 
representations of query-document pairs. This process ensures that gender influences the rank-
ing decisions for neutral queries to the extent to which it is relevant in the context of the search 
query, thereby avoiding the introduction of bias or unfair treatment based on gender.

Disentangling gender in this manner does not alter the gender attribute itself. Rather, it 
aims to create a more unbiased and fair model by ensuring that gender does not unintention-
ally affect the outcomes of the model’s decision-making process. This approach is especially 
important in contexts where the objective is to achieve gender fairness.

6  Concluding remarks

We introduce a novel method for mitigating gender bias in neural ranker representations by 
disentangling content semantics from gender associations. Our approach isolates gender-
related information, enabling the ranker to assess document relevance based solely on seman-
tic content. Experimental results show our method outperforms state-of-the-art baselines in 
reducing gender bias while maintaining ranking effectiveness, decreasing the performance gap 
between male and female queries by around 27% at cut-offs 10 and 20. Our disentanglement 
strategy effectively weakens gender information in the intermediate vector representation of 
the cross-encoder. This balance between fairness and performance is crucial for developing 
unbiased neural rankers. Our methodology, while focused on the gender attribute, can be 
applied to other sensitive attributes like ethnicity and race for future work, promoting fairer 
information retrieval systems. It integrates seamlessly with existing neural rankers, allowing 
for immediate deployment without sacrificing performance, scalability, or accuracy, while 
promoting unbiased ranking of search results.

Appendix A

In this appendix, we explore the question: “What if we further penalize the presence of gender 
information in the ranking component of the representation to ensure it is entirely gender-
neutral?” To address this, we employ an adversarial strategy. We introduce an adversary net-
work specifically designed to detect gender in the ranking representation and aimed to alter 
the representation to remove any gender-related information, rendering the adversary network 
incapable of detecting gender from the ranking part.

To this end, we trained a gender classifier network with parameters Θc , which takes the 
ranking representation ( Er ) as input and attempts to classify the gender into two categories: 
male or female. This process is formalized as follows:

where � is the activation function, and pc represents the predicted probability that the rank-
ing representation is male. We use a binary cross-entropy loss for training, defined as:

where yi is the true gender label obtained from the function Λ.

(A1)pc = �(�cEr + bc),

(A2)Lc = −
1

N

N∑

i=1

[
yi log(pci ) + (1 − yi) log(1 − pci )

]
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To ensure the ranking representation ( Er ) does not contain gender information, we 
add an adversary loss Ladv to the total network loss Lt . This adversary loss maximizes the 
entropy of the predicted gender probability pc , making gender information unpredictable:

By maximizing the entropy of pc , we modify the ranking representation during training 
to exclude gender information, making it challenging for the adversary network to predict 
gender. The total loss Lt is defined as an interpolation of three losses: 1) the ranking loss 
Lr , 2) the gender classification loss Lg , and 3) the adversary loss Ladv:

The network architecture, including the adversary network, is illustrated in Fig. 6. Dur-
ing training, we first optimize the adversary network parameters ( Θc ). In this stage, only the 
adversary network parameters are updated, and the encoder parameters remain unchanged. 
Then, while optimizing the total loss ( Lt ), the parameters of the encoder, ranking network, 
and gender classifier network are updated.

(A3)
Ladv(�E) = H(pc|Er;�c),

H(p) = −
∑

i∈lables

pi log(pi)

(A4)

Lt =� ×

(
1

n

N+∑

i=1

N−∑

j=1

max(0,m − �(�rE
+
ri
+ br) + �(�rE

−
rj
+ br))

)

+ � ×

(
−
1

N

N∑

i=1

[
yi log(pgi ) + (1 − yi) log(1 − pgi )

]
)

− � ×
1

N

N∑

i=1

pci log(pci )

Fig. 6  Overview of the proposed neural disentanglement architecture with the adversary network
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We trained this adversarial network to compare the results with the original model and 
our proposed disentanglement network. The results for 215 and 1,765 queries with the two 
base models are presented in Tables 11, 12, 13, and 14, respectively.

From the tables, we observe that the adversarial strategy is not effective in improving 
ranking performance or reducing bias. For both the MiniLM and BERT-Mini base models, 
our disentangled model consistently outperforms the original and adversarial models. For 
instance, in Table 11, the Disentangled Model+Adv achieves an NFaIR score of 0.8881, 
which is better than the Original Model’s 0.8107 but still lower than the Disentangled 
Table 11  Gender bias measures for 215 neutral queries with MiniLM base model for the adversarial train-
ing strategy

MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Cut-off 10
 Original Model 0.1602 0.3183 0.1374 0.1101 0.8107 1.023
 Disentangled Model 0.1877 0.0737 0.046 0.0567 0.8664 0.8404
 Disentangled Model+Adv 0.1657 0.2298 0.1237 0.1295 0.8881 0.7624

Cut-off 20
 Original Model 0.1658 0.2635 0.1142 0.092 0.8274 0.7966
 Disentangled Model 0.1941 0.0574 0.035 0.0422 0.8722 0.717
 Disentangled Model+Adv 0.1712 0.2320 0.1185 0.1185 0.8853 0.7624

Table 12  Gender bias measures for 1765 neutral queries with MiniLM base model for the adversarial train-
ing strategy

MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Cut-off 10
 Original Model 0.2673 0.1535 0.0721 0.0611 0.7066 1.5599
 Disentangled Model 0.2969 0.0805 0.0131 0.0178 0.7623 1.4521
 Disentangled Model+Adv 0.2724 0.1337 0.0824 0.0952 0.7915 1.307

Cut-off 20
 Original Model 0.2726 0.0721 0.0641 0.0538 0.722 1.3001
 Disentangled Model 0.3023 0.0131 0.0313 0.0052 0.7658 1.2767
 Disentangled Model+Adv 0.2783 0.1672 0.0911 0.0957 0.7782 1.2912

Table 13  Gender bias measures for 215 neutral queries with BERT-Mini base model for the adversarial 
training strategy

MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Cut-off 10
 Original Model 0.1662 0.2544 0.1058 0.0751 0.8273 0.8467
 Disentangled Model 0.1399 0.0376 0.0132 0.0075 0.8583 0.6969
 Disentangled Model+Adv 0.1472 0.3889 0.2082 0.2145 0.8313 1.2266

Cut-off 20
 Original Model 0.1742 0.2318 0.0929 0.0646 0.8457 0.6964
 Disentangled Model 0.1455 0.047 0.0158 0.0083 0.8691 0.5674
 Disentangled Model+Adv 0.1544 0.3794 0.1953 0.1960 0.8323 1.0849
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Model’s 0.8664. Similarly, the adversarial strategy results in higher ARaB-tc values (e.g., 
0.2298 in the Disentangled Model+Adv vs. 0.0737 in the Disentangled Model), indicating 
less bias reduction.

One reason for this is that gender information may not be entirely redundant or unneces-
sary for ranking. In some user queries, the presence of gender information could improve 
performance. For example, consider the query “rsm meaning home care” from the 215-
query set by Rekabsaz et al. (2021). The relevant document is “‘The mission of the Right 
from the Start Medical Assistance Group (RSM) is to enable children under age 19, preg-
nant women, low-income families, and women with breast or cervical cancer to receive 
comprehensive health services through Medicaid and related programs.” Although this 
query is considered gender-neutral, the relevant document contains female-gendered infor-
mation crucial for accurately answering the query. In such cases, forcing the model to 
remove gender information from the ranking representation is counter-productive. How-
ever, the adversarial strategy attempts to eliminate gender information, which is not always 
desirable.

In our proposed disentangled model, there is no external force to remove gender infor-
mation from the ranking representation. The multitask training of the ranking network and 
the gender classification network provides the flexibility to determine how much gender 
information to isolate from the ranking component, optimizing both ranking performance 
and gender bias reduction. Consequently, our model performs better in terms of ranking 
performance and bias reduction. Additionally, training the adversarial network is signifi-
cantly more time-consuming, taking approximately six times longer to converge.

Moreover, we observed that methods enforcing gender removal from the representation 
do not perform well. For example, the ADVBERT methodology, which is one of our base-
lines, removes gender information from the intermediate representation of query-document 
pairs using an adversarial strategy. From Tables 2, 3, 4, and 5, we see that the ADVBERT 
model significantly underperforms compared to our disentanglement approach and fails to 
reduce gender biases effectively.

Appendix B

To further highlight the effectiveness of our proposed model in reducing stereotypical gen-
der biases, we provide specific examples from the set of 215 socially problematic queries. 
These queries are designed to be neutral, but when gender inequality appears in the ranked 

Table 14  Gender bias measures for 1765 neutral queries with BERT-Mini base model

MRR ARaB-tc↓ ARaB-tf↓ ARaB-bool↓ NFaIR↑ LIWC↓

Cut-off 10
 Original Model 0.2475 0.1387 0.056 0.0369 0.7304 1.4942
 Disentangled Model 0.1922 0.0928 0.0354 0.026 0.7565 1.3468
 Disentangled Model+Adv 0.1472 0.2354 0.1419 0.1621 0.7329 1.6942

Cut-off 20
 Original Model 0.2548 0.1262 0.505 0.0329 0.7451 1.2592
 Disentangled Model 0.1996 0.0928 0.037 0.0285 0.7672 1.1682
 Disentangled Model+Adv 0.1544 0.2632 0.14607 0.1562 0.7299 1.5616
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list of documents, it can inadvertently perpetuate societal biases against a particular gender. 
Therefore, it is crucial that the ranked documents for these queries remain impartial, show-
ing no preference for one gender over another.

Tables  15, 16, and 17 present examples of these queries, comparing the top-3 docu-
ments ranked by the original model with those re-ranked by our proposed disentanglement 
approach. Our analysis reveals that the top-3 documents produced by our disentanglement 
model demonstrate a more balanced representation with respect to gender. Specifically, our 
model tends to include gender-neutral documents or documents that reference male and 
female terms equally, thereby mitigating the risk of reinforcing gender stereotypes. This 
balanced approach is essential for ensuring that search results do not unintentionally con-
tribute to gender bias in society.

Table  15 highlights the query “what body fat percentage is healthy,” where the original 
model’s top-3 documents show a strong bias towards female representation. Specifically, the 
top-1 and top-3 documents include only female-related terms, indicating a clear gender bias. In 
contrast, the top-3 documents re-ranked by our disentangled model present a balanced represen-
tation of both male and female terms, effectively mitigating this bias. Similarly, Table 16 dem-
onstrates a similar issue for the query “physical health effects of stress.” The top-3 documents 
re-ranked by the original model exhibit a bias towards female representation. However, our dis-
entangled model successfully re-ranks the documents to ensure they are gender-neutral, thus 
preventing any gender bias. In Table 17, the query “how is back pay for disability determined” 
shows a male bias in the top-3 documents re-ranked by the original model, with all documents 
featuring male-specific terms. On the other hand, the documents re-ranked by our disentangled 
model display a more neutral stance, with the top-1 and top-3 documents showing no gender 
inclination, significantly reducing the overall bias compared to the original model.
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